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Abstract. Chinese character recognition has been a challenging prob-
lem in the field of computer vision, attracting significant research atten-
tion due to its widespread applications and technical complexity. How-
ever, previous methods rely heavily on manual annotations to guide
model learning, without considering self-supervised representation learn-
ing. Motivated by the educational approach of teaching pupils to recog-
nize Chinese characters through grouping and differentiation, we intro-
duce a novel self-supervised method that employs clustering and con-
trastive learning to group similar characters and separate them. Our pro-
posed objective consists of two components: intra-group and inter-group
contrastive objectives. The intra-group objective distinguishes the target
character from similar characters within the group, while the inter-group
objective encourages the model to encode the discriminative semantic
structure of each group. The experimental results demonstrate the advan-
tages of our self-supervised representation over previous methods, as well
as its superior performance on benchmark comparisons.

Keywords: Chinese character recognition - Self-supervised learning -
Contrastive learning + Clustering

1 Introduction

Chinese characters play an irreplaceable role in the transmission of Chinese
culture and in the interaction of the Chinese people. Over the years, great efforts
have been made to study the problem of Chinese character recognition, and the
ability to recognize Chinese characters has become the cornerstone of many
commercial applications [20,23].

In the era of deep learning, there are three main categories of Chinese Charac-
ter Recognition (CCR) methods: character-based ones [27,29,35], radical-based
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ones [2,24,26], and stroke-based ones [4,37]. These methods vary in terms of
their modeling granularity, with character-based methods being the coarsest and
stroke-based methods being the finest. Character-based methods treat CCR as
a typical classification task, with the goal of finding the category to which each
Chinese character image belongs. Radical-based methods, on the other hand,
analyze characters by their internal components and present them as a sequence
of radicals. Stroke-based methods decompose characters at the stroke level and
determine the recognition result through a combination of similarity and edit dis-
tance matching. These methods require character, radical, and stroke level anno-
tations as supervision, which require a large amount of labeled data for training.
However, labeling these types of data is expensive and time-consuming, making
it more cost-effective to find alternatives through self-supervised representation
learning without human annotation.

For self-supervised Chinese character recognition, SAE [7] decomposes a
character into individual stroke images generated from a predetermined writing
sequence. However, this approach only takes printed character images as input
and mainly focuses on reconstructing the stroke sequence, ignoring the writing
style variations in the real world. In this paper, we present Group, Contrast and
Recognize (GCR), a novel self-supervised method for Chinese character recogni-
tion that incorporates semantic knowledge from real-world unlabeled character
images. The method combines clustering and contrastive learning, drawing inspi-
ration from educational practices where presenting characters in radical-based
groups can help beginning learners distinguish and memorize Chinese characters
[31].

Typical contrastive learning uses an instance discrimination pre-text task
to obtain useful representations by maximizing the agreement between positive
pairs and disagreement between negative pairs. However, this approach has two
drawbacks: (1) training with easily-distinguishable negative samples can lead
to a shortcut solution [30], and (2) the semantic structure of negative samples
is neglected [14]. To address these challenges, this paper introduces the hard
negative sampling strategy and semantic structure through dynamic clustering
during contrastive learning.

First, the method employs the k-means clustering to divide all negative sam-
ples in the dictionary queue into different clusters. Second, the proposed model
considers both the intra-group comparison and the inter-group comparison as
the optimization objective. The intra-group objective requires the model to dis-
tinguish the input from hard similar samples within close neighbor clusters,
using two augmented views of the input as the positive pair and the input and
samples within close neighbor clusters as the negative pairs. The inter-group
objective incorporates the semantic structure of negative samples into represen-
tation learning by using the input and its closest centroid as the positive pair
and the input and other centroids as the negative pairs.

The main contributions of our work are summarized as:

— We introduce a self-supervised method named Group, Contrast and Recognize
(GCR) for Chinese character recognition, which leverages both clustering and
discrimination to derive meaningful representation from unlabeled data.
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— We propose two contrastive objectives, including the intra-group and inter-
group objectives, which enhance the model’s ability to learn more discrimi-
native representations and better semantic structure.

— Extensive experiments on public benchmarks validate the advantages of GCR,
which result in substantial improvements in accuracy compared to supervised
baselines.

2 Related Works

2.1 Chinese Character Recognition

The Chinese character recognition problem has been researched for decades.
Before the popularity of deep learning, early approaches [3,12,21] used
morphology-based observations to obtain hand-crafted features for the CCR
task. After that, the deep learning based methods can be categorized into
three types: character-based, radical-based, and stroke-based ones. Character-
based ones recognize the input image via classification. ATR-CNN [27] proposes
relaxation convolution and alternate training to solve the slow convergence and
over-fitting problems. DirectMap [35] combines the traditional normalization-
cooperated direction-decomposed feature map with the deep convolutional neu-
ral network. [29] proposes the template-instance loss functions to alleviate the
imbalance problem between easy and difficult character instances. Radical-based
ones describe a Chinese character by its internal radicals and structures under
the artificial rules. DenseRAN [26] designs an attention-based encoder-decoder
model to recognize the radicals and structures of character. FewShotRAN [24]
proposes the radical aggregation module to learn robust radical feature and the
character analysis decoder to avoid the inflexible match decoding. HDE [2] inte-
grates the tree-based decomposition of Chinese characters into model and learns
the compatibility between the input image and the knowledge-based representa-
tion. Stroke-based ones adopt the smaller modeling unit and regard the charac-
ter as a stroke sequence following the writing order. [4] proposes a stroke-based
method which decomposes a character into a sequence of five stroke categories,
which solves the character zero-shot and radical zero-shot problems. Besides
that, it uses a matching-based strategy to acquire the final result in the test
stage to overcome the one-to-many problem.

2.2 Self-supervised Contrastive Learning

Recently, self-supervised contrastive learning has achieved success on various
vision tasks such as image classification and object detection. It intends to learn
an embedding space with alignment and uniformity [25], where two augmentation
views of the same instance attract each other while the sample embeddings from
different instances are repelled. Specifically, the positive and negative pairs are
indispensable for building the contrastive InfoNCE objective [19]. There exists
a lot of methods varied with the augmentation and negative sampling strate-
gies. SImCLR [5] generates the instance features within the mini-batch samples,
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exempt from the requirements of specialized architectures and memory bank.
MoCo [8] adopts a momentum-updated encoder as one branch and maintains
a dictionary queue of the past instance features. With the projection head and
strong augmentation of SImCLR integrated into the vanilla MoCo, MoCo v2 [6]
leads to better performance. [28] proposes a ring discrimination method to con-
struct a conditional distribution for hard negative examples, proving the tradeoff
between bias and variance. PCL [14] introduces prototypes as latent variables
into contrastive learning by the ProtoNCE loss, which can capture high-level
semantics. Nevertheless, self-supervised contrastive learning for CCR has rarely
been researched.

2.3 Self-supervised Learning for Text Recognition

In order to leverage the potential of unlabeled data, many researchers have
turned to self-supervised learning techniques for text recognition. One such
method is SeqCLR [1], which is the first self-supervised representation learn-
ing approach for text recognition. By dividing the feature map into different
instances and conducting sequence-to-sequence contrastive learning, SeqCLR
can learn effective self-supervised representations. Another promising approach
is PerSec [16], which utilizes dual context perceivers to contrast and learn latent
representations from both low-level stroke and high-level semantic contextual
spaces simultaneously through hierarchical contrastive learning. Inspired by the
reading and writing behaviors of humans, [32] proposes DiG to enhance the
performance of text recognition and other text-related tasks. By integrating
contrastive learning and masked image modeling, DiG can effectively learn dis-
crimination and generation, ultimately leading to the acquisition of useful repre-
sentations. These methods are primarily focused on text line recognition rather
than isolated Chinese character recognition.

3 Methodology

Our approach adheres to the standard two-stage workflow for self-supervised rep-
resentation learning, consisting of pre-training and fine-tuning. The fine-tuning
stage starts with initializing the encoder with pre-trained backbone weights. In
Sect. 3.1, we present our observations and motivation. In Sect. 3.2, we introduce
the architecture of the proposed Group, Contrast and Recognize (GCR) method.
The intra- and inter-group contrastive objectives are explained in Sect. 3.3 and
Sect. 3.4 respectively. Finally, the algorithmic implementation is outlined in
Sect. 3.5.
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3.1 Observation and Motivation

In exploring the potential of pre-training for CCR, we first aim to examine the
distribution of pre-trained features in the latent space. For this purpose, we
input a set of labeled character images into the MoCo pre-trained DenseNet
encoder, extract their features without fine-tuning, and use k-means clustering
to assign the sample features into different clusters based on Euclidean distance.
The labels are used for demonstration purposes only and not for training super-
vision. As shown in Fig. 1, we randomly select some clusters and display their
corresponding labels. Our observations are as follows: (1) similar characters with
identical components tend to be clustered together, and (2) the major shared
component of each cluster is different.

The first observation reveals the fact that it is difficult to distinguish the char-
acters with similar appearances, and the second observation shows the inherent
semantics of Chinese characters. As explored in [31], presenting characters with
shared radicals in groups can enhance a learner’s semantic understanding of Chi-
nese characters. With this in mind, we hypothesize that discrimination among
similar characters within a group and among different semantic groups can help
the model learn more discriminative features. To achieve this, we leverage the
combination of clustering and contrastive learning to mimic the grouping and
distinguishing processes.

Clusters Sample Labels within One Cluster Major Shared Component
cluster-1 | f B & & & 7 4 ] I 7% 1K B IX "

cluster-2 o 78 7 R %R IR B R 4R 02
cluster-3 W RL R 0 £ 42 M R RO
cluster-4 B TR B BE YR Bl OBR ER B
cluster-5 | #E #1 AR 9 A A T R R

N R

Fig. 1. The sample labels of some clusters.

3.2 Architecture

The architecture of our proposed GCR is depicted in Fig.2. The input image
z is augmented to create two views, x, and xp, which are then processed by
the query encoder and the momentum key encoder, with the query instance ¢
and key instance k obtained. The query encoder f, consists of the backbone
F(-) and the projection head P(-), and the momentum key encoder f; consists
of the F,,(-) and P, (-). 8, and 8 are the parameters of the query encoder f,
and momentum key encoder fi, respectively. Additionally, a dictionary queue
@ is maintained, where the encoded momentum representations of the current
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batch are stored, and the oldest are removed. Finally, the acquired clusters and
instance features in the dictionary queue are utilized to achieve both intra-group
and inter-group contrastive learning.

Encoder f,
B
I I )
[ — | Inter-group CL (/A A /5/

q
A1 A .
Y %:A—> ugmentation
4 .| Intra-group CL
x | |
k

?

“
X % “')4’ Update E Clustering

Momentum encoder f, Queue

Fig. 2. Architecture of Group, Contrast, and Recognize (GCR). The green lines and
red lines indicate the source of positive and negative samples in contrastive learning,
respectively. CL is the abbreviation for contrastive learning. The triangles with various
colors represent the cluster centroids. (Color figure online)

3.3 Intra-group Contrastive Learning

A long-standing issue in CCR is the tendency of similar characters to be easily
confused. This is due to their encoded features often being close in the embed-
ding space, making it difficult for predictors to correctly recognize them. This
mirrors the common experience of beginning learners who frequently struggle to
distinguish among similar characters. To address this, we sample hard negatives
for contrastive learning in order to magnify the differences among similar char-
acters. The key point is how to effectively sample the required hard negatives.

Based on the first observation in Sect. 3.1, we introduce the concept of intra-
group contrastive learning, as depicted in Fig. 2. During model pre-training, we
dynamically cluster the momentum representations of instances in the dictionary
queue into M clusters. With these clusters, we divide the negatives into M
subsets C = {C;,Cay,...,Cyr}. The proposed intra-group contrastive loss is
given by:

€xp (q : k/T) (1)
exp(q-k/T) + Xc,ca, 2nec, XP (¢ k;/T)

where 7 is the temperature, and Gy is the sampled group that includes the hard
negatives. We choose the union of the top-D closest clusters as the hard negatives
group G,. Notably, G, excludes the closest cluster, since the closest cluster
probably contains the identical instances of ¢, which are the false negatives and
cause the model to discard semantic information [11].

In this section, we distinguish the query instance from the similar instances
in the hard negatives group to ensure local uniformity in the embedding space.
By sampling hard negatives, the model receives more discriminative information,
leading to improved representation.

Lintra = — log
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3.4 Inter-group Contrastive Learning

In this section, we aim to ensure the distinction among different semantic groups
by enlarging the separation among all cluster centroids. To achieve this, we intro-
duce an inter-group contrastive loss. This loss minimizes the distance between
the query instance and its corresponding centroid in the embedding space, while
pushing other centroids away.

In detail, we assign one centroid to each query instance and calculate the
inter-group contrastive loss as follows:

exp (q . CZ/T)
Yesece xp (¢ ¢5/7)

Linter = — 1Og (2)

where ¢ is the closest centroid to the query g, ¢ is the cluster centroid of C;
and C® is the union set of ¢j. Note that the centroid embedding is calculated as
the average of the instance embeddings within the cluster. With this objective,
we aim to encourage global uniformity in the embedding space by treating each

cluster as a single group.

3.5 Network Training

The procedure for self-supervised pre-training of the GCR framework is outlined
in Algorithm 1. Unlike DnC [22], our clustering process is integrated seamlessly
into the contrastive learning process, instead of being separated into several
steps. In addition to the intra- and inter-group objectives, we also incorporate
the vanilla InfoNCE loss as formulated in Eq. 3, to ensure local smoothness and
support the clustering bootstrapping, following the strategy of PCL [14].

exp (q-k/T) 3)
exp(q-k/T) + 32 cqexp(q-k;j/7)

The final loss function is a combination of all these objectives, formulated as
follows:

Einfonce = - IOg

['total = Al‘cinfonce + >\2['intra + /\3£inter (4)

where A1, A2, A3 are coefficients that control the contribution of each part to the
total loss.

4 Experiments

In this section, we outline the experimental setup, including details on the
datasets, baseline models, and implementation specifications. Subsequently, we
perform extensive experiments on benchmark datasets to evaluate the GCR, from
both qualitative and quantitative perspectives.
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Algorithm 1 Main algorithm of GCR

1: Input unlabeled image z, temperature 7, mini-batch size N, query encoder fg,
key encoder fir, momentum coefficient m, number of desired clusters M, clustering
interval r, total training steps s, loss coefficients A1, A2 and A3

2: Randomly initialize parameters 6, and 6, 6, = 6,

3: Randomly initialize the queue @ of negative instances k;

4: for step € s do

5: if step%r == 0 then

6.

7

8

C®, C « K-means Clustering on @ for M clusters

end if
for x € mini-batch do
9: ZTa = Aug (2)
10: q = fq(xa)
11: xp = Augo ()
12: k= fk (.’Eb)
13: Lintra = — log exp(g-k/7)

exp(a-k/T)+ e, caq Tijec; exp(g-k;/7)
exp(ch/T)

14: Linter = — log Eciecs exp(q-cj/T)
. _ exp(q-k/T
15: Linfonce = — log CXp(Q‘k/T)JFZ;J.eg zxp(quj/T)
16: Liotal = A1 Linfonce + A2Lintra + A3Linter
17: end for
18: update f, by back-propagation
19: update fi with momentum from fg: 0r «— mb; + (1 — m)b,

20: enqueue the keys k to @
21: dequeue the oldest keys
22: end for

4.1 Datasets

We utilize a collection of 3 million scanned and camera images of handwritten
Chinese characters for pre-training, which we name the SC3M dataset. For fine-
tuning, we use the HWDB1.0-1.1 dataset [15], consisting of 2.73 million offline
handwritten Chinese character images from 720 writers. To evaluate the per-
formance of the GCR framework, we conduct experiments on the ICDAR2013
benchmark [33], which includes 224,419 offline handwritten Chinese characters
from 60 writers with 3755 classes. We also evaluate the model’s ability to rec-
ognize printed artistic characters using the Printed Artistic dataset [4], which

3

e ME NT M

SC3M HWDB1.0-1.1 ICDAR2013 Printed Artistic

Fig. 3. Some examples in the datasets.



GCR: A Self-supervised Method for Chinese Character Recognition 419

contains 3755 characters in 105 printed artistic fonts. An illustration of some
examples from these datasets can be seen in Fig. 3.

4.2 Baselines

In this work, we have constructed three baseline models for CCR, including
character-level, radical-level, and stroke-level models. Our first model, called
DenseClassifier, is a character-level model that combines a CNN encoder with a
linear classifier. The second model, RAN, is a radical-level method that utilizes
an encoder-decoder architecture with a coverage attention mechanism. Finally,
our stroke-level model, SLD, is comprised of an image-to-feature encoder and
a feature-to-stroke decoder that employs a matching-based strategy. Both the
DenseClassifier and RAN models use a modified DenseNet [10] as their backbone
for feature extraction, while SLD uses a modified ResNet [9]. The character
accuracy is employed as the evaluation metric for the downstream CCR task.

4.3 Implementation Details

In the pre-training stage, we follow the configuration of the vanilla MoCo v2 [6]
and apply random crop, random color jittering, random grayscale conversion,
and random Gaussian blur. The optimization algorithm used is SGD with a
momentum of 0.9, a weight decay of 0.0001, and a batch size of 3200. The
temperature 7 is set to 0.2, the queue size K to 65536, the number of clusters M
to 1500, the number of hard negative clusters D to 5, the momentum coefficient
m to 0.999, and the clustering interval steps r to 30. The coefficients for each
loss A1, A2, A3 are set to 1, 0.5, and 0.5, respectively. The dynamic k-means
clustering is implemented using the efficient faiss tool [13]. The initial learning
rate is set to 0.03 and adjusted using a cosine scheduler. The experiments are
run on 16 NVIDIA Tesla V100 (24GB RAM) GPUs.

In the fine-tuning stage, we use the plateau scheduler and Adadelta optimizer
with an initial learning rate of 0.0001, a weight decay of 0.0001, and a batch
size of 96 for the DenseClassifier and RAN. For the SLD model, the Adadelta
optimizer is used with an initial learning rate of 1.0 and a weight decay of 0.0001.
The input images for DenseClassifier and RAN are resized to 64 x 64, while the
input for SLD is resized to 32 x 32. The experiments are conducted on 4 NVIDIA
Tesla V100 (12GB RAM) GPUs.

4.4 Representation Quality of Self-supervised Pre-training

In order to assess the impact of self-supervised learning on representation quality
in CCR, we use DenseClassifier as our baseline model and carry out experiments
with different pre-text tasks for pre-training. The representation quality is eval-
uated by freezing the weights of the pre-trained encoder and training a randomly
initialized linear layer on the entire HWDB1.0-1.1 dataset, followed by testing on
ICDAR2013. The results, as shown in Table 1, demonstrate that incorporating
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prior knowledge from the pre-text tasks can improve the representation quality
and overall performance of the model. Among the various approaches, our pro-
posed GCR, which combines contrastive learning and clustering, achieves the
best result and outperforms the MoCo method by 5.19%.

Table 1. Performance comparison in the frozen setting of different pre-training meth-
ods. ‘None’ means the encoder is randomly initialized and frozen, with the single linear
classifier trained.

Pre-train Method | None | Jigsaw [18] | MoCo [8] | GCR
Accuracy 0.05% | 74.91% 78.90% | 84.09%

To evaluate the performance of self-supervised pre-training in low-resource
scenarios, we conduct N-shot experiments where the training set includes N
images per character. The pre-trained encoder is utilized for initialization and
then fine-tuned. As shown in Table2, the results indicate that self-supervised
methods are capable of improving model performance when training data is
limited. Our GCR method consistently enhances the supervised baseline per-
formance, outperforming the Jigsaw and MoCo methods when N is set to 1, 3,
5, and 10. As N increases to 10, the performance gain of pre-training methods
reaches a limit.

Table 2. Performance comparison in N-shot setting of different pre-training methods.
‘None’ means the encoder is randomly initialized and trained, i.e., supervised baseline.

Pre-train Method | 1-shot | 3-shot | 5-shot 10-shot
None 0.10% | 17.32% |67.54% |91.38%
Jigsaw [18] 7.81% |69.84% |88.03% |93.10%
MoCo [8] 8.52% | 73.49% |89.11% |93.16%
GCR 17.18% | 79.61% | 90.10% | 93.38%

To further demonstrate the discrimination power of GCR, we conduct an
experiment using two sets of similar characters with 60 images per charac-
ter, which are selected from ICDAR2013. We utilize the pre-trained encoder to
extract the self-supervised features and average-pool them into vectors. These
vectors are then embedded into a 2-D space using t-SNE visualization [17]. As
shown in Fig. 4, each color represents a different character, with the shared com-
ponent of the top and bottom rows being ‘kou’ and ‘zou’ respectively. Our results
indicate that compared to MoCo and Jigsaw, GCR provides more discriminative
features for similar characters, resulting in better cluster separation.
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Fig. 4. T-SNE visualization of the self-supervised learned representation of two sets of
similar characters. Left: Jigsaw; Middle: MoCo; Right: GCR (ours). Colors represent

character classes.

4.5 Handwritten Benchmark Comparison in Zero-Shot Setting

Performance Comparison: We conduct experiments on handwritten charac-
ters in the zero-shot setting. We fine-tune the RAN and SLD baseline models. For
the training set, we select the first m classes of 3755 characters from HWDB1.0-
1.1, where m ranges in {500, 1000, 1500,2000,2755}. The test set consists of
samples with labels from the last 1000 classes of the ICDAR2013 dataset. Note

Table 3. Performance comparison in the character zero-shot setting on the handwritten

benchmark.
Handwritten Pre-train | Character Zero-Shot Setting
500 1000 1500 2000 2755
DenseRAN [26] | None 1.70% | 8.44% 14.71% | 19.51% | 30.68%
HDE [2] None 4.90% | 12.77% 19.25% | 25.13% | 33.49%
ACPM [37] None 9.72% | 18.50% | 27.74% | 34.00% | 42.43%
RAN [34] None 2.65% | 10.10% 16.92% | 21.56% | 31.78%
MoCo [8] | 2.96% | 10.14% 17.78% | 21.86% | 32.59%
GCR 3.99% | 10.17% | 18.67% | 23.59% | 33.29%
SLD [4] None 5.60% | 13.85% | 22.88% | 25.73% |37.91%
SAE [7] 5.91% | 14.35% | 24.32% | 30.17% | 40.22%
MoCo [8] | 5.70% | 16.60% | 24.62% | 29.47% | 38.90%
GCR 6.45% | 21.03% | 28.11% | 33.00% | 42.01%
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that our partition method is the same as that used in the SLD for a fair com-
parison.

The results of our experiments are summarized in Table3. In the case of
RAN, both MoCo and GCR are able to improve the baseline performance. For
SLD, GCR makes a substantial improvement to the baseline accuracy across all
partition settings, outperforming MoCo and SAE. The success of GCR. can be
attributed to its ability to capture more discriminative details and distinguish
similar characters, which helps SLD perform better. Overall, GCR achieves the
best results compared to both supervised baselines and other self-supervised
methods, demonstrating its superiority.

Table 4. Ablation study on each part of pre-training objectives.

InfoNCE loss | Inter-group loss | Intra-group loss | Accuracy
37.91%
v 38.90%
v v 40.60%
v v 41.17%
v v v 42.01%

Ablation Study: Since the total loss consists of three parts, it is necessary
to investigate whether the proposed intra-group and inter-group contrastive loss
can improve the capability of feature representation. To this end, we conduct
experiments on the SLD baseline model under the zero-shot partition 2755.

The results, presented in Table4, show that incorporating the wvanilla
InfoNCE loss into the SLD model leads to an improvement of 0.99%. By remov-
ing the inter-group loss, the fine-tuning accuracy decreases by 0.84% (from
42.01% to 41.17%). The removal of the intra-group loss results in a decrease of
1.41% in fine-tuning accuracy (from 42.01% to 40.60%). Our experiments reveal
that the intra-group loss has a more significant impact than the inter-group loss,
as the former is designed to distinguish similar characters, which is more cru-
cial for unseen character recognition. Finally, when both the intra-group and
inter-group losses are employed, the accuracy improves by 3.11% (from 38.90%
to 42.01%), further confirming their advantages.
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Fig. 5. Case Study. The bar charts depict the probabilities of predictions for each
category of strokes, excluding the categories ‘sos’ and ‘eos’. A single category comprises
multiple instances of strokes. The utilized SLD model decomposes a character into a
series of stroke categories. The red bold number signifies an incorrect recognition result,
which is represented by the red area in the image. (Color figure online)

Qualitative Analysis: As seen in Fig.5, we can qualitatively observe how
the proposed GCR captures the detail information and correctly recognize the
unseen characters, compared with the baseline SLD model and MoCo. The cases
are from the zero-shot partition 2755 experiment. Taking the left ‘wang’ as an
example, the confusing region is wrongly recognized as category 3 by the baseline
and MoCo at the first decoding step, and the final result is ‘ren’ which is similar
to the character ‘wang’ and has appeared in the training set. However, our GCR
can correctly recognize it with high confidence, which suggests the capability of
GCR to distinguish similar characters.

4.6 Printed Artistic Benchmark Comparison in Zero-Shot Setting

Besides the handwritten characters, we also conduct experiments with printed
artistic characters in the zero-shot setting. The dataset is Printed Artistic and

Table 5. Performance comparison in the character zero-shot setting on the Printed
Artistic benchmark.

Printed Artistic | Pre-train | Character Zero-Shot Setting

500 1000 1500 2000 2755
DenseRAN [26] | None 0.20% 2.26% 7.89% 10.86% | 24.80%
HDE [2] None 7.48% 21.13% |31.75% |40.43% |51.41%
RAN [34] None 0.83% 19.13% |28.49% | 43.57% | 56.85%

MoCo [8] | 4.55% 22.19% |30.20% |45.80% |57.10%
GCR 7.12% |24.11% | 31.24% | 48.25% | 59.35%
SLD [4] None 7.03% 26.22% | 48.42% | 54.86% | 65.44%
SAE [7] |8.25% 32.24% |50.72% |57.13% |68.88%
MoCo [8] | 10.81% |36.50% |53.85% | 60.56% | 69.22%
GCR 11.85% | 41.14% | 55.46% | 63.04% | 70.69%
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the partition manner is the same as that of SLD. The SLD fine-tuned from GCR
outperforms not only the supervised baselines and self-supervised methods, but
also other previous methods, as shown in Table5. Compared with handwritten
characters, printed artistic characters have more clear strokes and fixed writing
styles relatively, which are easier to be correctly recognized.

Table 6. The results in seen character setting on ICDAR2013.

Method Decomposition | Accuracy
HCCR-GoogLeNet [36] Character 96.35%
DirectMap+ConvNet+Adaptation [35] | Character 97.37%
DenseRAN [26] Radical 96.66%
FewShotRAN [24] Radical 96.97%
HDE [2] Radical 97.14%
template+instance [29] Character 97.45%
SLD [4] Stroke 96.74%
ACPM [37] All 97.80%
RAN [34] Radical 96.61%
RAN+MoCo Radical 96.67%
RAN+GCR Radical 96.79%
DenseClassifier Character 97.23%
DenseClassifier+MoCo Character 97.34%
DenseClassifier+ GCR Character 97.51%

4.7 Handwritten Benchmark Comparison in Seen Setting

The results of our experiments under the seen character setting are presented
in Table6. In line with previous studies, we use the ICDAR2013 dataset as
the test set, where all labels have appeared in the training set HWDB1.0-1.1,
without any zero-shot challenge. Our results indicate that the RAN model ben-
efits from both MoCo and GCR, with accuracy improvements of 0.06% and
0.18% respectively over the baseline. Similarly, the DenseClassifier model shows
improvements with MoCo and GCR, yielding accuracy improvements of 0.11%
and 0.28% respectively. Notably, the DenseClassifier fine-tuned from GCR is
only second to the state-of-the-art model ACPM which incorporates multi-level
decomposition information.

5 Conclusion and Future Work

In this paper, we propose GCR, a novel self-supervised method for CCR. By com-
bining clustering and contrastive learning, and optimizing the proposed inter-
group and intra-group contrastive objectives, GCR significantly enhances the
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representation ability compared to the baseline model and other self-supervised
methods. Consequently, our GCR achieves obvious performance improvements
on the benchmark datasets ICDAR2013 and Printed Artistic. The key takeaway
is that the hard similar negatives and semantic structure of the unlabeled data
can be utilized to obtain useful self-supervised representations for the down-
stream CCR task. In the future, we will further evaluate the generalization
capability of GCR for other languages, such as Korean.
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