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Abstract

In this paper, we propose a deep learning based multi-speaker
direction of arrival (DOA) estimation with audio and visual sig-
nals by using permutation-free loss function. We first collect a
data set for multi-modal sound source localization (SSL) where
both audio and visual signals are recorded in real-life home TV
scenarios. Then we propose a novel spatial annotation method
to produce the ground truth of DOA for each speaker with the
video data by transformation between camera coordinate and
pixel coordinate according to the pin-hole camera model. With
spatial location information served as another input along with
acoustic feature, multi-speaker DOA estimation could be solved
as a classification task of active speaker detection. Label permu-
tation problem in multi-speaker related tasks will be addressed
since the locations of each speaker are used as input. Experi-
ments conducted on both simulated data and real data show that
the proposed audio-visual DOA estimation model outperforms
audio-only DOA estimation model by a large margin.
Index Terms: sound source localization, DOA estimation,
audio-visual fusion, pin-hole camera model

1. Introduction
Sound source localization (SSL) aims to estimate the position
of single or multiple sound sources relative to the position of
the recording microphone array. In most cases, we are inter-
ested in direction of arrival (DOA) for each sound source, hence
most of the SSL methods focus on azimuth and elevation an-
gles estimation. Effective SSL is of great importance in many
applications including automatic speech recognition (ASR) [1],
tele-conferencing [2], robot audition [3, 4], and hearing aids [5].

Many previous studies about SSL pay more attention to au-
dio modality alone. Conventional SSL methods, such as gener-
alized cross-correlation with phase transform (GCC-PHAT) [6],
steered response power with phase transform (SRP-PHAT) [7],
estimation of signal parameters via rotational invariance tech-
nique (ESPRIT) [8], and multiple signal classification (MUSIC)
[9], were based on signal processing techniques and usually per-
formed poorly in noisy and reverberant environments. Deep
neural network (DNN)-based SSL methods have been proposed
in recent years and proven to outperform conventional SSL
methods due to their strong regression capability [10]. Gru-
miaux [11] provided a thorough survey of the audio SSL liter-
ature based on deep learning techniques. The output strategy
for DOA estimation can be divided into two categories: clas-
sification and regression. Convolutional recurrent neural net-
works (CRNN) were proposed for DOA estimation of multi-
ple sources by using a classification strategy in [12, 13]. Some
other works [14, 15] tried to solve the SSL problem as a regres-
sion task by directly estimating either Cartesian coordinates or

spherical coordinates. Tang [16] demonstrated that regression
model achieved better performance over classification model.

By hearing and seeing, human brain is able to perceive
surroundings and extract complementary information. Intelli-
gent devices equipped with audio-visual sensors are supposed to
achieve similar goals. Fusion of audio and video modalities has
shown promising results in many areas, e.g. acoustic scene clas-
sification [17], speech enhancement [18], and active speaker de-
tection [19]. The literature on audio-visual localization is sparse
compared to the large number of studies for sound source local-
ization [11]. Most of these works [20, 21, 22] mainly focused
on localizing sound sources in video clips rather than estimat-
ing DOA of sound sources. In [23], the authors first proposed a
deep neural network (DNN) architecture for audio-visual multi-
speaker DOA estimation by simulating visual features. Promis-
ing results were observed in [23] when at most two speakers
existed however the performance of localizing more than two
speakers remained unknown. Berghi [24] proposed a teacher-
student model to perform active speaker detection and local-
ization with the ‘teacher’ network generating pseudo-labels and
the ‘student’ network localizing speakers.

Most of previous works only consider localizing one or
two concurrent speakers and the existing audio-visual datasets
[25, 26, 24] are of limited size. In this paper, we propose a novel
audio-visual DOA estimation approach for multi-speaker sce-
nario based on the MISP2021-AVSR corpus [27], a large-scale
audio-visual Chinese conversational corpus which contains 141
hours of audio and video data with at most six concurrent speak-
ers. To avoid expensive and time-consuming cost of manual an-
notation, we propose to produce the ground truth of DOA for
each speaker based on the video data and camera calibration.
Then we solve the multi-speaker DOA estimation problem as
active speaker detection with the ground truth of DOA served
as complementary input to acoustic feature. Label permutation
problem in multi-speaker related tasks will be addressed since
the locations of each speaker are used as input.

2. Proposed Method

In this section, we describe our proposed approach for multi-
speaker DOA estimation using audio and video data. Real data
is recorded in the home TV scenario with several people sitting
and chatting in Chinese. In home TV scenario, people are al-
ways sitting, so our study is focused on estimating the azimuth
angle only. Firstly, we introduce how to generate DOA labels
with video clips. Then we describe the proposed multi-modal
DOA (MDOA) and audio-only DOA (ADOA) estimation mod-
els for multi-speaker situation.
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Figure 1: Transformation from pixel coordinate to camera co-
ordinate. (XC , YC , ZC): camera coordinate; (x, y): image
coordinate; (u, v): pixel coordinate.

2.1. Spatial Annotation Method

It is expensive and time-consuming to annotate DOA labels
manually, therefore we propose to produce the ground truth of
DOA with the video data by transformation between camera co-
ordinate and pixel coordinate according to the pin-hole camera
model [28]. The linear microphone array is placed on in the
horizontal axis x of the camera coordinate system, with its cen-
ter coinciding with the origin of the coordinate system. Based
on this, we transfer the target point in the pixel coordinate to
the camera coordinate and use the resulting point as the sound
source location.

Several effective techniques were used to detect the head-
and-shoulder of target speakers in the video. In particular, we
adopted a head-and-shoulder detection model based on yolo-
v51 and the Deep SORT algorithm [29] to track and match mul-
tiple speakers in the same video clips simultaneously. The aver-
age missing rate of head-and-shoulder detection is less than 1%
at the frame level on MISP2021-AVSR dataset. We average the
pixel coordinates of the top-left and bottom-right points of the
head-and-shoulder detection bounding box, which is considered
to be the location of the mouth.

Figure 1 shows the transformation process from pixel coor-
dinate to camera coordinate. Oc, O and O

′
denote the origins

of camera coordinate, image coordinate and pixel coordinate,
respectively. Zc corresponds to the camera’s optical axis and
f represents the image distance. Let us define p(u, v) as the
pixel coordinate of one target speaker in the image plane. Then
the corresponding point in the camera coordinate is denoted as
P (Xc, Yc, Zc). By using the pin-hole camera model [28], point
in the image coordinate is expressed as follows:



x
y
1


 =

1

Zc



f 0 0 0
0 f 0 0
0 0 1 0






Xc

Yc

Zc

1


 (1)

The affine transformation between image coordinate and pixel
coordinate can be written as:



u
v
1


 =




1
dx

0 u0

0 1
dy

v0
0 0 1






x
y
1


 (2)

where dx and dy represent the physical length of each pixel
on the horizontal axis x and the vertical axis y, respectively.

1https://github.com/ultralytics/yolov5
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Figure 2: The overall network architectures of ADOA and
MDOA estimation models.

The coordinates of point O in the pixel coordinate system are

represented by u0 and v0. And λ =




f
dx

0 u0 0

0 f
dy

v0 0

0 0 1 0


 is

the intrinsic parameters obtained by camera calibration. With
pixel coordinates p(u, v) and intrinsic parameters λ, we can get
the camera coordinates P (Xc, Yc, Zc) as follows:

P = Φ(p, λ) (3)

where Φ is the transformation function. As we use monocular
camera in our study, the value of Zc is always one. Finally, the
angle between the vector OcP and the axis OcXc represents
the azimuth angle of one target speaker.

We evaluate the correctness of the spatial annotation algo-
rithm by selecting ten points in the recording room and com-
paring their oracle angles with the annotated angles. The dif-
ference of angles is less than 0.5◦, which demonstrates that our
proposed spatial annotation algorithm could accurately generate
ground truth of DOAs.

2.2. Neural Network Architecture

We design two models to solve ADOA and MDOA estimation
for multi-speaker situation. Figure 2 illustrates the overall net-
work architectures of ADOA and MDOA estimation models.

For audio data, we extract Mel Filter Bank (Fbank) fea-
tures, which are then fed into the ResNet [30] encoder to learn
high-level feature representations. ResNet contains several hid-
den layers with each hidden layer consisting of several blocks.
We conduct ablation experiments to find proper ResNet archi-
tecture for DOA estimation. Multi-Scale Temporal Convolu-
tion Network (MS-TCN) [31] is adopted to model the temporal
structures within the signal by using several 1D temporal con-
volutions with different kernel sizes. MS-TCN includes four
blocks with each block consisting of two sequential modules.
Each module has three branches of temporal convolution with
different kernel sizes. The kernel sizes are set to 3, 5, and 7,
respectively with the channel number equal to 256.

There is a big difference of the inputs and outputs between
ADOA estimation and MDOA estimation models. For ADOA
estimation, only audio data is used as input and there are two
branches of fully-connected (FC) layers in the output. We aim
to predict the angle vector represented by cosine and sine val-
ues of the azimuth angle instead of the angle itself. Hence, L2
normalization is used to make sure that the magnitude of the an-
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gle vector is equal to 1. Cosine loss function is adopted to eval-
uate the angle error between reference azimuth and predicted
azimuth. We use permutation invariant training (PIT) strategy
to solve the label alignment problem for multiple sound sources.
And sigmoid activation is employed to predict diarization pos-
terior of each speaker with binary cross entropy (BCE) loss cal-
culated with the optimal alignment determined by minimizing
the Cosine loss. The total loss function for ADOA estimation
model is expressed as:

EADOA = EADOA
cos + EADOA

bce (4)

where Ecos and Ebce are written as:

EADOA
cos =

1

N

∑

n

∑
t

∑
s y

s
n,t[1− cos(θ

ϕ∗(s)
n,t , θ̂sn,t)]

An
(5)

EADOA
bce =

1

N × S

∑

n

∑
t

∑
s mn,tbce(y

ϕ∗(s)
n,t , ŷs

n,t)

Bn
(6)

ϕ∗ = argmin
ϕ∈permu(S)

∑
t

∑
s y

s
n,t[1− cos(θ

ϕ∗(s)
n,t , θ̂sn,t)]

An
(7)

where N represents the batch size and n = 1, 2, ..., N . The
two functions cos(·) and bce(·) are the Cosine loss and BCE
loss, respectively. The frame index t = 1, 2, ..., T and the
speaker index s = 1, 2, ..., S with S = 6 denoting that the
number of output nodes is fixed with 6 in the diarization pre-
diction branch. The angle reference and predicted azimuth an-
gle are represented by θsn,t and θ̂sn,t for the n-th sample, t-th
frame and s-th speaker, respectively. The diarization reference
and predicted diarization posterior are represented by ys

n,t and
ŷs
n,t, respectively. An =

∑
t

∑
s y

s
n,t denotes the total activa-

tion number for the n-th sample. If the n-th sample and the
t-th frame is silent then mn,t = 0 otherwise mn,t = 1, so
Bn =

∑
t mn,t represents the number of non-silent frames in

the n-th sample. And permu(S) is a permutation of 1, 2, ..., S.
Cosine loss is calculated when the speakers are active while
BCE loss is calculated for non-silent frames.

It is difficult to predict the azimuth angle for multiple speak-
ers using only audio signals due to the label permutation prob-
lem. We propose to solve the multi-speaker DOA estimation
task as speaker diarization by feeding the azimuth angles into
the model input as shown in Figure 2(b). The MDOA estima-
tion model learns to predict which speaker is active and the cor-
responding reference azimuth angle of active speaker is then
selected as the prediction. It is much easier to choose an an-
gle from a finite candidate set in MDOA than to make a direct
prediction of continuous angle in ADOA. BCE loss function is
adopted for MDOA estimation model computed on the active
frames as follows:

EMDOA
bce =

∑
n

∑
t

∑
s mn,tbce(y

s
n,t, ŷ

s
n,t)

S′B
(8)

S′ = max(Sn) (9)

where B =
∑

n Bn denotes the total number of non-silent
frames in the current batch and Sn denotes the number of speak-
ers in the n-th sample. The speaker index s = 1, 2, ..., S′ with
S′ denoting the maximum number of speakers among all sam-
ples in the batch.

Table 1: Overview of the real dataset.

Dataset Training Validation Testing Total

Duration (h) 97.5 11.2 7.5 116.2
Room 21 5 5 31

Speaker 200 21 23 244

3. Experimental Results and Analysis
3.1. Experimental Setup

To evaluate the effectiveness of our proposed MDOA estima-
tion model, we conduct our experiments on a simulated dataset
and a real dataset. A python package named pyroomacoustics
[32] was adopted to simulate data by generating room impulse
responses (RIRs). Audio signals are from TIMIT corpus [33]
as it consists of a variety of speakers. About 125 hours of data
were simulated for the simulated database with 111 hours of
data for training and 14 hours of data for testing. The ground
truth of DOA for each speaker was calculated with the locations
of speakers and microphone array. The simulated audio data is
clean without background noise.

Real dataset is recorded in home TV rooms with several
people sitting and chatting. Audio data and video data are col-
lected by far-field microphone array and far-field camera, re-
spectively. The linear microphone array is placed 3-5m away
from the speaker, consisting of 6 sample-synchronised omnidi-
rectional microphones. And the distance between adjacent mi-
crophones is 35 mm. It is a subset of MISP2021-AVSR corpus
[27] containing 116 hours of data, half of which is recorded with
television on. Details about the real dataset is listed in Table 1.
Note that there is no overlap of speakers and rooms among these
three subsets, namely training, validation and testing.

In the test stage, the angle prediction is performed every
100 ms. Assume that the test utterance consists of L frames and
the angle prediction of the l-th frame is represented by θ̂l, we
select pl highest peaks of diarization posterior as active speaker
prediction with pl equal to the number of active speakers in the
l-th frame. And the corresponding DOAs of the pl speakers are
selected as predicted DOAs. We use Permutation Invariant
Mean Absolute Error (PIMAE) to evaluate the difference
between reference DOAs and predicted DOAs. PIMAE is cal-
culated using Hungarian algorithm [34] to find the least angle
distance given a set of ground truth angles and its respective
predicted angles:

PIMAE(◦) =

∑
l H(θl, θ̂l)∑

l pl
(10)

where H(·) represents the Hungarian algorithm; θl and θ̂l de-
note the reference and predicted angle lists for the l-th frame.
We also adopt Accuracy (ACC) metric [14] to measure the per-
centage of correct predictions with a spatial localization error
allowance of 20◦:

ACC =

∑
l

∑pl
j=1 1<20◦∑
l pl

(11)

where 1 denotes the indicator function and we use the localiza-
tion error allowance according to the Sound Event Localization
and Detection (SELD) task of Detection and Classification of
Acoustic Scenes and Events (DCASE) 2021 Challenge2.

2https://dcase.community/challenge2021/task-sound-event-
localization-and-detection
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Table 2: Experimental results on real dataset for ADOA and MDOA estimation models with different parameters of ResNet encoder.

Model
ADOA MDOA

Validation Testing Validation Testing

PIMAE (◦) ACC PIMAE (◦) ACC PIMAE (◦) ACC PIMAE (◦) ACC

Channel32 Block1 21.04 0.50 22.50 0.45 15.40 0.59 16.88 0.55
Channel32 Block2 21.79 0.52 22.15 0.51 16.13 0.58 16.75 0.54
Channel64 Block2 21.04 0.55 24.51 0.51 15.98 0.59 16.38 0.57
Channel128 Block2 20.80 0.53 23.83 0.45 16.69 0.58 16.37 0.57
Channel128 Block3 27.40 0.47 30.99 0.38 15.10 0.62 16.96 0.56

We extract 64-dimensional Fbank features for audio data.
For ADOA model, the angle vector and diarization posterior in
the output layer are set with the shape of (6, 2) and (6), respec-
tively. If there are less than six people in one sample, the ground
truth of angle and diarization will be padded with zero. For
MDOA model, the shape of the diarization posterior in the out-
put layer is determined by S′, the maximum number of speakers
among all samples in the batch, with the angle reference padded
with zero when less than S′ speakers are active in one sample.

3.2. Experimental Results

Table 2 lists the experimental results for ADOA and MDOA
estimation models on real dataset with different parameters of
ResNet encoder. Television background noises exist in audio
signals as interferences. ResNet contains four hidden layers,
and the number of channels in each layer is doubled progres-
sively. The term “Channel32” denotes that the number of chan-
nels in the first hidden layer is set to 32 while the term “Block1”
denotes that the number of blocks in each hidden layer is set to
1. As shown in Table 2, the MDOA estimation method outper-
forms the ADOA estimation method in all parameter configu-
rations, which demonstrates that with spatial locations served
as complementary information, it is more accurate to predict
active speakers and their DOAs. The performance of ADOA
estimation model varies greatly with different encoder param-
eters while the MDOA estimation model achieves similar and
stable performances when using different number of channels
and blocks, which proves the robustness of the MDOA estima-
tion method. Take the third row of “Channel64 Block2” for
example, the PIMAE decreases from 24.51◦ to 16.38◦ and the
ACC increases from 0.51 to 0.57, achieving a relative 33% de-
crease in PIMAE and a relative 12% increase in ACC. Rather
than make a direct prediction of continuous angle, it is easier
to choose the correct azimuth angle from a candidate set with
video data providing spatial information.

We list the experimental results on simulated dataset in Ta-
ble 3. The parameter configuration used for ResNet encoder
is “Channel64 Block2”. Much better results are achieved on
simulated dataset than real dataset. This is because that audio
signals in Simulated Dataset are not corrupted with noise. For
simulated data, the MDOA estimation model achieves 5.77◦ for
PIMAE and 0.90 for ACC, yielding a relative 65% decrease
in PIMAE and a relative 27% increase in ACC compared with
ADOA estimation model.

Figure 3 shows a visualization of the prediction results for a
test sample. The MDOA model outperforms the ADOA model
in both diarization and angle predictions. At about 10 seconds,
there are three concurrent speakers, which is difficult to directly
predict the continuous angles and large localization distance is

Table 3: Experimental results on simulated dataset for ADOA
and MDOA estimation models.

Model ADOA MDOA

PIMAE (◦) ACC PIMAE (◦) ACC

Channel64 Block2 16.67 0.71 5.77 0.90

got by the ADOA model. However, accurate azimuth angles are
predicted by the MDOA model with useful spatial location in-
formation of the speakers. From about 10 to 20 seconds, only
one speaker (with index 2) is talking and the MDOA model can
correctly predict the active speaker and the corresponding an-
gle. Whereas the ADOA model makes a wrong prediction about
active speaker at some segments with not consistent angles.

Figure 3: Prediction results for a test sample.

4. Conclusion
In this paper, we propose a deep learning based approach
for multi-speaker DOA estimation using permutation-free loss
function with audio-visual data. A novel spatial annotation
method is adopted to generate the ground truth of DOA for each
speaker with the video data according to the pin-hole camera
model. By using spatial location information as complementary
input, multi-speaker DOA estimation could be solved as a clas-
sification task of active speaker detection with permutation-free
loss function, which provides a new perspective on multi-modal
sound source localization. Experiments on real and simulated
datasets demonstrate the superior performance of our proposed
model compared to audio-only DOA estimation model in terms
of both PIMAE and ACC metrics.
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