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ABSTRACT

Most neural speaker diarization systems rely on sufficient manual
training data labels, which are hard to collect under real-world sce-
narios. This paper proposes a semi-supervised speaker diarization
system to utilize large-scale multi-channel training data by gener-
ating pseudo-labels for unlabeled data. Furthermore, we introduce
cross-channel attention into the Neural Speaker Diarization Us-
ing Memory-Aware Multi-Speaker Embedding (NSD-MA-MSE) to
learn channel contextual information of speaker embeddings bet-
ter. Experimental results on the CHiME-7 Mixer6 dataset which
only contains partial speakers’ labels of the training set, show that
our system achieved 57.01% relative DER reduction compared to
the clustering-based model on the development set. We further
conducted experiments on the CHiME-6 dataset to simulate the
scenario of missing partial training set labels. When using 80% and
50% labeled training data, our system performs comparably to the
results obtained using 100% labeled data for training.

Index Terms— Speaker diarization, semi-supervise, pseudo-
label, multi-channel, cross-channel attention

1. INTRODUCTION

Speaker diarization refers to the process of labeling speech times-
tamps with classes corresponding to speaker identity [1]. As a cru-
cial component in speech processing systems, speaker diarization
has garnered substantial research attention and finds extensive appli-
cation in various domains, including conference transcription, tele-
phone conversation analysis, and other scenarios [2]. However, due
to the complex acoustic scenes, a large number of speech overlaps,
and the lack of sufficient labeled data, speaker diarization still faces
great challenges [3].

Traditional speaker diarization systems are based on clustering
methods, mainly involving speaker feature extraction and clustering.
The first step involves extracting the speaker’s representation [4, 5]
from the input speech segment, while the second step utilizes various
clustering algorithms such as spectral clustering (SC) [6], k-means
clustering [7], mean shift clustering [8] and agglomerative hierarchi-
cal clustering (AHC) [9, 10], to aggregate the regions of each speaker
into separate clusters. Although some systems have achieved good
performance [11, 12], clustering methods are constrained by their
capability only to assign a single speaker label to each speech seg-
ment, making it difficult to handle overlapping speech segments. In
recent years, researchers have paid more attention to end-to-end neu-
ral speaker diarization (EEND) systems [13, 14, 15, 16], which treat
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the diarization task as a multi-label classification problem, enabling
the model to handle overlapping speech effectively. Recently, target-
speaker voice activity detection (TS-VAD) [17] was proposed. It uti-
lizes speech features and speaker embedding as input to directly pre-
dict each speaker’s activeness for each frame, showing good perfor-
mance. Based on this, Neural Speaker Diarization using Memory-
Aware Multi-Speaker Embedding (NSD-MA-MSE) [18] has been
proposed as an innovative speaker diarization network. It introduces
a dedicated memory module and utilizes the attention mechanism to
extract cleaner and more discriminative multi-speaker embeddings
from memory, showing superior performance.

Nevertheless, the efficacy of most neural speaker diarization
systems heavily depends on the availability of sufficient training
data. The challenges arise from the huge cost of annotating data in
real-world scenarios and the limited performance exhibited by mod-
els trained on alternative datasets. As a semi-supervised learning
method, the pseudo-label [19] strategy is a good choice to handle
this problem, which can generate estimated labels for unlabeled
data to utilize larger-scale training data. In speech recognition, this
method has been applied to improve performance [20, 21, 22]. For
speaker diarization, [23] proposes a system to generate pseudo-
labels for unlabeled data, but it requires a seed model trained on
additional datasets, which can lead to increased computational costs
and the potential domain mismatch issue when significant differ-
ences exist among the datasets. In this paper, we propose a novel
system: semi-supervised multi-channel speaker diarization with
cross-channel attention. We assume that part of the data is labeled
and the other part is unlabeled in the training set. This assumption
is common and pragmatic for real-world scenarios. For example,
only the interviewee’s speech is labeled in the interview, or in other
scenarios (e.g., meetings), only part of the sessions are labeled to
reduce annotation costs.

Firstly, we propose a strategy to generate pseudo-labels for unla-
beled data. We first train the time-delay neural network based speech
activity detection (TDNN-SAD) [24] model using near-field audio of
labeled data in the training set and decode the near-field audio of un-
labeled data utilizing the trained model to obtain speaker-wise initial
pseudo-labels. Then we use labeled and unlabeled data (with initial
pseudo-labels) to train a neural speaker diarization model and use the
trained model to decode far-field audio to obtain the refined pseudo-
labels. In addition, we also propose an effective multi-channel neural
speaker diarization model. We introduce cross-channel attention to
learn contextual relationships across channels to better process the
multi-channel audio data. Our inspiration is derived from [25], with
the distinction that our attention module is fed with the embeddings
of each speaker rather than the features of each speech frame. We
introduced this module into the NSD-MA-MSE [18] system, result-
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ing in Multi-channel Neural Speaker Diarization Using Memory-
Aware Multi-Speaker Embedding (MC-NSD-MA-MSE). This ex-
tension enables the system to extract and fuse speaker embeddings
from diverse channels while preserving the inherent advantages of
the original system. In our study, the speaker diarization model uti-
lizes our proposed MC-NSD-MA-MSE model in both the pseudo-
label generation and testing phases. We conducted experiments on
Mixer6 and CHiME-6 datasets of the CHiME-7 DASR Challenge
[26]. The performance comparison of the system and the impact
of different proportions of labeled data on the results are discussed
respectively. Experimental results show the effectiveness of our sys-
tem. Finally, we also explore the impact of iteration times on the
results and the results of the speaker diarization system on ASR.

2. PROPOSED METHOD: SEMI-SUPERVISED
MULTI-CHANNEL SPEAKER DIARIZATION

In this section, we will provide a detailed explanation of the method
to generate pseudo-labels for unlabeled data in subsection 2.1, and
the Multi-channel NSD-MA-MSE model in subsection 2.2.

2.1. Method to generate pseudo-label

Based on the presence or absence of labels, the training set is divided
into two categories: labeled data and unlabeled data. The labels refer
to the timestamps of each speaker’s speech segments. We aim to
generate pseudo-labels for unlabeled data, obtaining complete labels
for the training dataset. Afterward, we can use the complete labeled
training set to train the speaker diarization model.

Figure 1 illustrates the main procedure of the method to generate
pseudo-labels for unlabeled data. In addition to far-field audio, our
method assumes the availability of near-field audio, which is com-
mon in data recording.

The system can be seen as a two-stage system and each stage in-
volves training and decoding steps. The whole process can be sum-
marized as the following 4 steps:

1) TDNN-SAD model training: Train the time-delay neural network-
based speech activity detection (TDNN-SAD) model using
near-field audio of the labeled data.

2) Initial pseudo-labels generation: Perform speech activity detec-
tion to the near-field audio for each speaker of the unlabeled data
utilizing the TDNN-SAD model trained in step 1. The times-
tamps of detected speech segments serve as the preliminary an-
notation for the corresponding speaker’s speech segments, func-
tioning as the initial pseudo-labels for the unlabeled data.

3) End-to-end neural speaker diarization model training: Train an
end-to-end neural speaker diarization model using far-field audio
of labeled and unlabeled data (with initial pseudo-labels). The
choice of speaker diarization model is flexible. Here, we use our
proposed MC-NSD-MA-MSE model.

4) Final pseudo-labels generation: Utilize the MC-NSD-MA-MSE
model trained in step 3 to decode the far-field data of unlabeled
data in the training set, obtaining a set of diarization results.
Treat the obtained results as the more accurate pseudo-labels for
unlabeled data.

In the following subsections, two key parts of our system will be
elaborated in detail.
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Fig. 1. Flow of our proposed method to generate pseudo-labels for
unlabeled data

2.1.1. Generate initial pseudo-labels using TDNN-SAD

To obtain initial pseudo-labels for unlabeled data, we use the speech
activity detection (SAD) model with near-field audio. Since near-
field audio predominantly captures the speech activity of the cur-
rent speaker, the timestamps of the speech segments detected by
the SAD model can serve as the diarization label for that particu-
lar speaker. The SAD model we used is based on time-delay neural
networks, namely TDNN-SAD. TDNN model captures longer con-
text information through time [27], which can effectively improve
the performance of SAD and has a certain degree of noise robust-
ness. The structure of TDNN-SAD is similar to [28]. A major dif-
ference in our system is that we perform mean and variance normal-
ization on the extracted features. This normalization process proves
beneficial in mitigating energy variations and minimizing the influ-
ence of noise across speech segments, thereby improving the accu-
racy of identifying speech activity boundaries. We first extract Mel-
frequency Cepstral Coefficient (MFCC) features for the input audio:
X = [x1, ...,xt, ...,xT ], where xt ∈ RD is the D-dimensional
(D = 40) MFCC feature of the t-th frame and T is the frame num-
ber of the current audio.

These features are first normalized and subsequently fed into a
sequence of 5 layers of TDNN, followed by 2 layers of statistics
pooling [29]. The network is designed with an overall context du-
ration of approximately 1 second, consisting of approximately 0.8
seconds of left context and 0.2 seconds of right context. The out-
put can be represented as Ŷ = [ŷ1, ..., ŷt, ..., ŷT ], where ŷt is the
probability of speech at t-th frame. The network is trained using the
cross-entropy loss function to predict the speech/non-speech labels.

L(Ŷ ) = − 1

T

T∑
t=1

[ytlog(ŷt) + (1− yt)log(1− ŷt)] (1)

where yt are the label of the t-th frame.
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Fig. 2. The proposed MC-NSD-MA-MSE model, assuming that there are C channels of far-field audio and N speakers

In the post-processing stage, we utilize the hidden Markov mod-
els (HMMs) for Viterbi decoding to find the most likely sequence
of speech activities. This method effectively exploits the temporal
dependencies between consecutive frames and captures the holistic
structure of speech activity. Finally, we can obtain the result rt to
determine whether a frame is speech.

rt =

{
1 the t-th frame is speech
0 the t-th frame is not speech

(2)

In step 1, the TDNN-SAD model is trained using near-field au-
dio of the labeled data. In step 2, the trained model is used as a
pre-trained model to decode the speaker-wise near-field audio of the
unlabeled data and determine the presence of speech activity at each
frame. Given that near-field audio primarily consists of the speech
of a single speaker, aggregating the SAD results from each speaker’s
near-field audio in a session provides a rough estimation of the di-
arization labels for the unlabeled data, namely initial pseudo-labels.

2.1.2. Generate final pseudo-labels using MC-NSD-MA-MSE

In the process of recording near-field speech, inevitably, a few in-
stances of other speakers’ voices may also be captured, resulting in
many false alarm (FA) errors in SAD results. Therefore, relying
solely on the SAD to generate the pseudo-labels may not guarantee
complete reliability (we will explain this in the analysis of experi-
mental results). To obtain more accurate pseudo-labels, we will pro-
ceed to steps 3 and 4. By incorporating the initial pseudo-labels of
the unlabeled data obtained from the previous step, we can obtain all
the labels of the entire training set. We use multi-channel far-field
data to train a neural speaker diarization model. The use of far-field
data is to take advantage of multi-channel information and to avoid
the lack of diarization results caused by incomplete near-field au-
dio collection due to factors like movement or walking. The choice
of speaker diarization model is flexible. In this paper, we use a
novel speaker diarization model with cross-channel attention mech-
anism. This model is based on the Neural Speaker Diarization using
Memory-Aware Multi-Speaker Embedding (NSD-MA-MSE) [18],
which further uses the multi-channel information to learn the con-
textual relationships of speaker embeddings across channels, called
Multi-channel NSD-MA-MSE (MC-NSD-MA-MSE). The specific
structure of this model will be elaborated in section 2.2.

The MC-NSD-MA-MSE model trained in step 3, is utilized to
decode the multi-channel far-field audio of the unlabeled data in step
4. Then, speaker diarization results are obtained, serving as the final
pseudo-labels for the unlabeled data. At this stage, we have com-
pleted labeling the training set. To make the pseudo-labels more
accurate, we can iterate through steps 3 and 4 to obtain new pseudo-
labels. We will discuss the effectiveness of doing so in the experi-
mental section.

2.2. Multi-channel NSD-MA-MSE model

Different speaker positions and angles are included in multi-channel
audio, providing more rich and comprehensive signals. This helps
to improve the accuracy and robustness of speech analysis and pro-
cessing, and can reduce the impact of environmental noise, echoes,
and other disturbances. Driven by this motivation, based on NSD-
MA-MSE, we introduced the cross-channel attention mechanism to
utilize the multi-channel audio data.

NSD-MA-MSE can extract clearer and more distinctive multi-
speaker embeddings from memory through the attention mechanism,
unlike TS-VAD [17], which simply extracts i-vectors from roughly
estimated speaker segments. This method can extract more accurate
information for each speaker on overlapping segments and make the
quality of speaker embeddings more robust, greatly improving the
performance of the speaker diarization. On this basis, our proposed
MC-NSD-MA-MSE retains the advantages of the original system
while effectively utilizing the information present in multi-channel
audio data. The architecture is shown in Figure 2, consisting of
three parts, namely, the main network, the memory-aware multi-
speaker embedding (MA-MSE) module, and the cross-channel at-
tention module. The signals of each channel need to be separately
processed through the main network and the MA-MSE module, then
fused in the cross-channel attention module, and finally output the
results of the speaker diarization. In the following sections, we will
elaborate on the structure of each part.

2.2.1. Main network

The main network consists of a frame-level feature extraction mod-
ule consisting of four convolutional layers, a speaker detection mod-
ule consisting of two-layer bidirectional long short-term memory
with projection (BLSTMP), and a prediction module consisting of
one-layer BLSTMP. The input of the system is a set of FBANKs,
and the frame-level depth features extracted by CNNs are repre-
sented as the matrix F = [f1, ..., f i, ..., fC ], where f i ∈ RT×D

is the D-dimensional frame-level feature vector of the i-th channel,
T is the frame number of the utterance, and C is the channel num-
ber of the audio. The frame-level features are inputs for the main
network and the MA-MSE module. Furthermore, the frame-level
features are concatenated with a collection of speaker embeddings
E = [SPK1, ...,SPKi, ...,SPKC ] from the MA-MSE module by
copy for all T frames, where SPKi ∈ RN×L is the L-dimensional
vector of the speaker for i-th channel and N is the number of the
speakers. Then, deeper frame-level speaker-wise features are ex-
tracted from each speaker concatenation using the Speaker Detection
model. The features are fed into a multi-channel attention module,
integrated with intra-channel and cross-channel contextual informa-
tion to derive a new set of features. Subsequently, the N speaker fea-
tures are concatenated and supplied to the prediction module, which
produces N two-class outputs Ŷ = [P1, ...,Pn, ...,PN ], where



Pn = [ŷn(1), ..., ŷn(t), ..., ŷn(T )] represents the probabilities of
speech and silence of speaker n in each frame.

2.2.2. MA-MSE module

The memory-aware multi-speaker embedding (MA-MSE) module
can extract the more discriminative multi-speaker embeddings from
the memory block through the attention mechanism. The key com-
ponent of MA-MSE is the memory block, where memory refers to
a set of speaker embedding bases inspired by the dictionary learn-
ing concept [30]. It contains the i-vectors or x-vectors extracted
from additional datasets, and the speaker embedding bases vectors
in memory are easily distinguished.

The inputs to the MA-MSE module are the frame-level fea-
tures F from the main network and the speaker mask matrix
M = [m1, ...,mi, ...,mC ], where mi ∈ RN×T denotes whether
each speaker is speaking in each frame of the i-th channel audio.
We use a clustering-based model to decode the audio to obtain M.
By multiplying M by F, we can obtain the frame-level features
of each speaker as input for the attention module. Based on these
features and the speaker embedding bases, the attention mechanism
is used to select the speaker embedding base that is most similar to
the current speech segment from each memory and then combine
them into a vector called aggregated speaker vector as the output E.

2.2.3. Cross-channel attention module

To better utilize multi-channel information, we introduce a cross-
attention module, which includes two main blocks, a channel-
wise self-attention block and a cross-channel attention block. This
method has been applied in ASR [25], but previous applications
have been based on audio features [31]. In contrast, our approach
applies the method at the level of speaker-wise features. Through
this method, we can pay more attention to the speaker-wise feature
and combine the contextual information within the channel and the
information between channels to obtain a more representative and
robust representation vector. To our best knowledge, this is the first
time this method has been applied to the speaker diarization system.

The frame-level features of the n-th speaker extracted after the
speaker detection module on the i-th channel are represented as
SDi

n. We apply channel-wise self-attention to the deep embed-
dings SDi

n of each speaker in each channel, outputting a more
accurate speaker expression that combines contextual information
within the single channel. Then, we perform cross-channel attention
on the specific speaker across all channels to obtain a set of final
representations for speakers.

Channel-wise self-attention: We use multi-head attention to
obtain the weights across time within the single channel. The
queries, keys, and values are obtained from the n-th speaker embed-
dings SDi

n of the i-th channel by the following function:

QS
i,n = σ(SDn

i W
S,q + 1(bS,q

i )T )

KS
i,n = σ(SDn

i W
S,k + 1(bS,k

i )T )

VS
i,n = σ(SDn

i W
S,v + 1(bS,v

i )T )

(3)

where σ is the ReLU activation function, W,b are the learnable
weights and bias parameters, and S represents using attention-wise
self-attention to each single channel. The output is computed by:

HS
i,n = Softmax

(
QS

i,n(K
S
i,n)

T

√
dm

)
VS

i,n (4)

where the scaling
√
dm is for numerical stability. We then obtain the

final output ĤS
i,n through the feed-forward layers.

Cross-channel attention: Based on the self-attention output of
each speaker in each channel, we use the cross-channel attention
module to learn the contextual relationships of the speaker features
across channels and time steps. The calculation of queries is similar
to the previous step, but Keys and Values utilize information from
other channels, i.e., the average contribution of other channels:

QM
i,n = σ(ĤS

i,nW
M,q + 1(bM,q

i )T )

KM
i,n = σ(HS′

i,nW
M,k + 1(bM,k

i )T )

VM
i,n = σ(HS′

i,nW
M,v + 1(bM,v

i )T )

(5)

HS′
i,n =

1

C

∑
j,j ̸=i

ĤS
j,n (6)

where C is the number of channels, and M represents using cross-
channel attention to multi-channel. The cross-channel attention out-
put is then computed by:

HM
i,n = Softmax

(
QM

i,n(K
M
i,n)

T

√
dm

)
VM

i,n (7)

Then we obtain the final output ĤM
i,n through the feed-forward lay-

ers. Finally, we integrate the outputs generated by all channels and
use a global average pooling layer to obtain the final feature repre-
sentation of each speaker S = [s1, ..., sn, ..., sN ].

sn =
1

C

C∑
i=1

ĤM
i,n (8)

By connecting the above results and inputting them into the final
prediction module of the main network, we can obtain the speaker
diarization results.

3. EXPERIMENTAL SETUP

3.1. Evaluation data

We evaluate the proposed method using two datasets, namely, the
Mixer 6 Speech dataset and the CHiME-6 dataset. The division of
the training, development (DEV) and evaluation (EVAL) sets fol-
lows the standards of the CHiME-7 DASR Challenge [26].

The Mixer 6 Speech dataset comprises 594 unique native En-
glish speakers engaged in a collection of 1425 sessions, where each
session involves two participants. The dataset includes a total of 13
channels of audio data, of which channels 1, 2, and 3 are dedicated to
capturing near-field audio using close-talk microphones. Our study
uses the train intv set as the training set, which is partitioned as the
CHiME-7 DASR Challenge. Significantly, in that two-speaker inter-
view conversation setup of the training set, only the timestamps for
the subject’s speech are labeled, while the timestamps for the inter-
viewer’s speech remain unlabeled. Using the proposed system, we
estimate the pseudo-labels for the interviewer’s speech timestamps
and evaluate the performance in the development (DEV) and evalu-
ation (EVAL) set.

The CHiME-6 dataset focuses on real-home environments,
where each session involves 4 participants. The dataset is char-
acterized by challenging acoustic conditions and exhibits a high
rate of speech overlap, with 23% in the training set and 43.8% in
the development set, bringing enormous difficulties for the speaker



diarization task. The dataset includes near-field speech recordings
acquired through individual speakers wearing binaural microphones
and far-field speech captured by 6 Kinect array devices. Each array
is equipped with 4 microphones. In our study, to simulate the sce-
nario of missing partial training set labels, we randomly select 20%,
50%, and 80% of the training set data as the labeled data, while the
remaining training set data is considered unlabeled, and we evaluate
the performance in the development set. This approach allowed us
to investigate the influence of different proportions of the labeled
training set data on system performance in real-world scenarios.

3.2. Baseline system

3.2.1. Clustering-based and TS-VAD based system

In order to better show the performance of our method, we use the
clustering-based speaker diarization model as the baseline. We first
use the ECAPA-TDNN model [32] to extract the x-vector for each
speech segment. Then we choose the spectral clustering algorithm
to cluster speaker embeddings and get the diarization results. In ad-
dition, the TS-VAD model is also used in the first experiment as the
baseline. we follow the method in [33], which is proposed to handle
the unknown number of speakers.

3.2.2. Single channel NSD-MA-MSE based system

To explore the performance of our proposed multi-channel model,
we compared it with the original single-channel-based NSD-MA-
MSE system, called SC-NSD-MA-MSE. We follow a similar sys-
tem configuration in [18] and use 128 classes i-vectors [33] as the
speaker embedding in the memory block. In order to make the com-
parison fairer, we also used the DOVER-Lap [34] method for the
single-channel NSD-MA-MSE system, which fuses the results from
all channels to use channel information. This method is also used in
the clustering-based and TS-VAD based systems mentioned above.

3.3. Model configuration

For the Multi-channel NSD-MA-MSE system, the input is the
40-dim FBANKs feature. In the cross-channel attention module,
we used 8 attention heads. The configuration of the MA-MSE
block is consistent with SC-NSD-MA-MSE. We also used the post-
processing strategy in [35] to merge speech frames with short pauses.
In the training stage, we use Adam optimizer with a learning rate of
0.0001 to optimize the model on 8 NVIDIA Tesla A100 GPUs and
apply the model of the 4-th epoch. In the testing stage, the results
of the clustering-based model are used to generate the speaker mask
matrix.

In order to evaluate the impact of the results generated by the
speaker diarization system on ASR, we added a speech recognition
model as the backend. We first use guided source separation (GSS)
[36] to separate speech using the results of diarization. For ASR, We
adopted an encoder-decoder structure based on the attention mecha-
nism. Among them, the encoder adopts a 12-layer transformer, and
the decoder includes an embedding layer, a 6-layer transformer, and
an output layer. In order to better extract features, we adopt a more
robust self-supervised pre-training model, namely, wavLM, which is
trained based on 94k hours of unlabeled data. We also add a speech
enhancement (SE) model based on the Conv-TasNet [37]. Finally,
fine-tune the entire network (SE+ASR) [38].

3.4. Evaluation metric

We use the diarization error rate (DER) [39] to evaluate the accuracy
of the systems. The lower DER is the better. For our DER compu-
tation, we evaluated all of the errors, including overlapping speech

Table 1. DERs (%) and DA-WERs (%) comparison of different
models on DEV set of Mixer 6 with pseudo-labels of different stages.

Model Pseudo-label DER DA-WER
Clustering - 16.19 19.43

TS-VAD
Initial 13.97 16.62
Final 12.79 15.80

SC-NSD-MA-MSE
Initial 11.20 15.69
Final 10.42 15.12

MC-NSD-MA-MSE
Initial 8.21 13.05
Final 6.96 12.44

segments. And the DER is calculated with a 250 ms collar, following
the setup in CHiME-7 DASR Challenge.

To evaluate the influence of speaker diarization on speech recog-
nition, we employ Diarization Attributed WER (DA-WER) [26] as
the metric for ASR. Specifically, the Hungarian method is used to
obtain the optimal mapping that minimizes the DER between the ref-
erence and hypothesis segments. We use the official evaluation script
provided by CHiME-7 DASR Challenge to calculate DA-WER.

4. RESULTS AND ANALYSIS

We evaluate our semi-supervised system for two different situations.
The evaluation on Mixer 6 is for the case where only some speakers
in each session of the training set are labeled, while other speak-
ers in this session are unlabeled. The evaluation on CHiME-6 is
for the scenario where some sessions in the training set are fully la-
beled and others are completely unlabeled. We first use our system
to generate pseudo-labels for unlabeled data, then use labeled and
pseudo-labeled data to retrain the MC-NSD-MA-MSE model, and
evaluate the DER jointly results on the DEV or EVAL set. We also
explored the impact of iteration times on the results. In addition, we
also use the ASR model to measure DA-WER to observe the impact
of speaker diarization results on speech recognition.

4.1. Evaluation on Mixer 6

In the training set of Mixer 6, each session has two speakers, and
only one speaker’s speech is labeled. Therefore, it is necessary to
generate pseudo-labels for another unlabeled speaker by our semi-
supervised system. We can then use the labeled and the unlabeled
data (with pseudo-labels) to train the model and evaluate the results.
Table 1. shows the DER comparison of different diarization methods
on the Mixer 6 DEV set. The clustering-based model directly utilizes
far-field data for clustering, while TS-VAD, SC-NSD-MA-MSE and
MC-NSD-MA-MSE are not only used for pseudo-label generation in
stage 2, but also for final model training and evaluation. In addition,
we also explore the impact of pseudo-labels generated in different
stages on the results. ’Initial’ represents training the model using
the initial pseudo-labels generated by TDNN-SAD, and ’Final’ rep-
resents training the model using the final pseudo-labels.

The results show that our proposed MC-NSD-MA-MSE based
system exhibits the best performance, achieving a DER of 6.96% on
the DEV set, which is a 57.01% relative DER reduction compared
to the clustering-based model. Compared with SC-NSD-MA-MSE,
which employs DOVER-Lap to fuse all channels on the result, the
relative reduction of DER is 33.21%, demonstrating the superior-
ity of using cross-attention for speaker embeddings. Additionally,
training the model using the final pseudo-labels yields better results
than the initial pseudo-labels, validating the necessity of employing
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Fig. 3. An example of comparing SAD result with speaker diariza-
tion result. SAD result refers to decoding the speaker-wise near-field
audio by SAD and combining the results. Diarization result refers to
decoding far-field audio using MC-NSD-MA-MSE model

Table 2. Detailed DERs (%) of the results on EVAL set of Mixer 6
for the pseudo-labels from different iterations. DER is composed of
False alarms (FA), Misses (MISS), and Speaker errors (SPKERR).

Model Iterations FA MISS SPKERR DER
Clustering - 0.11 14.19 3.46 17.76

Ours
1 2.56 3.25 0.21 6.02
2 2.39 3.13 0.18 5.70
3 2.42 3.17 0.19 5.78

the speaker diarization module to refine the pseudo-labels. The rea-
son is that when the near-field audio contains obvious voices from
other speakers, the SAD result may contain many false alarms, as
shown in Figure 3, resulting in inaccurate initial false labels. How-
ever, using the MC-NSD-MAMSE model with far-field audio can
effectively improve this problem.

We also explored the effect of the number of iterations on the
results of the Mixer 6 EVAL set as shown in Table 2. The itera-
tion here refers to using the MC-NSD-MAMSE model trained with
pseudo-labels to decode the far-field audio of the training set again
and generate new pseudo-labels to retrain the model. The results
show that the best results (DER of 5.70%) of the EVAL set can be
achieved in the second iteration. This means that our system does
not need to spend too much time to achieve good results.

4.2. Evaluation on CHiME-6
In order to explore the impact of the amount of unlabeled data on
the results in real-world scenarios, we conducted experiments us-
ing the CHiME-6 dataset to simulate the scenario where part of the
data in training set is unlabeled. As shown in Table 3, we randomly
selected 80%, 50%, and 20% of the data in CHiME-6 training set
as labeled data, while the remaining data are regarded as unlabeled.
For each case, we conducted two experiments: one involved train-
ing the MC-NSD-MA-MSE model directly using the labeled data of
that percentage, while the other involved generating pseudo-labels
for the unlabeled data using our semi-supervised system and training
the model using both labeled and pseudo-labeled data. The results
are reported on the CHiME-6 development set.

The results show that using 100% of the training data to train
the MC-NSD-MA-MSE model can achieve a DER of 30.76% on
DEV set. However, when only using a portion of the training data to
directly train the model (as shown as ’Direct’ in the table), signifi-
cant performance degradation is observed. Therefore, the amount of

Table 3. Comparison of DERs (%) and DA-WERs (%) on DEV
set of CHiME-6 for different proportions of the labeled data (PLD)
in the training set and different training methods (Direct or Semi-
supervised).

Model PLD Training Method DER DA-WER
Clustering - - 38.77 43.49

Ours

100% Direct 30.76 35.67

80%
Direct 32.34 36.38

Semi-supervised 30.42 35.15

50%
Direct 34.32 39.51

Semi-supervised 30.77 35.63

20%
Direct 38.28 41.97

Semi-supervised 32.24 36.46

training data substantially impacts the model’s performance. When
using our semi-supervised system to generate pseudo-labels for un-
labeled data before training (as shown as ’Semi-supervised’ in the
table), we found that in the case of 50% and 80% of the data with la-
bels, the results obtained can match (DER of 30.77%) or surpass
(DER of 30.42%) the performance achieved using 100% labeled
data. The reason for the improvement is that manual labeling may
lead to errors, and our method can correct some of these errors.
However, due to the presence of a large number of other speakers’
voices in near-field audio of the CHiME-6 dataset, using SAD to
generate initial pseudo-labels may result in some incorrect labels,
which leads to performance degradation when using 20% of labeled
training data. If the near-field audio is cleaner, the system will per-
form better. Nevertheless, it is also greatly improved compared to
direct training. The above results show that our method is feasible
on partially labeled real data.

4.3. Impact of speaker diarization results on ASR
The speaker diarization system generates speech timestamps for
each speaker, which the ASR model utilizes to transcribe speaker-
attributed speech. The accuracy of the speaker diarization system
directly impacts the alignment between transcriptions and individual
speakers, consequently improving the overall transcription accu-
racy. Table 1 shows a strong correlation between DA-WER and
DER, achieving the lowest DA-WER of 12.44% at the lowest DER.
Table 3 also shows that our method can also achieve comparable
results with 100% labeled training data. Therefore, by using our
semi-supervised system to improve the speaker diarization results,
we can effectively improve the accuracy of the speaker-attributed
speech recognition as well.

5. CONCLUSION

In this paper, we propose a novel semi-supervised speaker diariza-
tion system to solve the problem of missing labels in real-world sce-
narios by generating pseudo-labels on unlabeled data. In addition,
we also introduce the cross-channel attention mechanism to effec-
tively utilize the multi-channel information. The efficacy of our
method has been demonstrated through experiments conducted on
the Mixer 6 and CHiME-6 datasets in CHiME-7 DASR Challenge.
We also analyzed the impact of speaker diarization results on ASR
performance. In the future, we will expand the semi-supervised sys-
tem to the unsupervised system for wider applications.
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